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¡  Objectifs	
  
§  Contrôler	
  l'accès	
  aux	
  services	
  et	
  aux	
  données.	
  
§  Contrôler	
  la	
  modification	
  des	
  données	
  et	
  des	
  
services.	
  

§ Maintenir	
  l'accès	
  aux	
  services	
  et	
  aux	
  données	
  
même	
  en	
  cas	
  d'attaque.	
  

¡  Outils	
  
§  Cryptographie.	
  
§ Mécanismes	
  de	
  contrôle	
  d'accès.	
  
§  Programmation	
  sécurisée…	
  

	
  



¡  Objectifs	
  
§  Détecter	
  une	
  compromission.	
  
§  Comprendre	
  ce	
  qui	
  s'est	
  passé.	
  
§  Corriger.	
  

¡  Outils	
  
§  Générer	
  et	
  stocker	
  un	
  historique	
  le	
  plus	
  complet	
  
possible.	
  

§  Protéger	
  cet	
  historique,	
  avec	
  toutes	
  les	
  contraintes	
  
précédentes.	
  

§  Exploiter	
  cet	
  historique.	
  



¡  Inspecter	
  et	
  traiter	
  les	
  données	
  avec	
  des	
  
outils	
  de	
  base	
  (grep,	
  sed,	
  awk,	
  etc.).	
  	
  

¡  Liberté	
  totale	
  d'exploration.	
  

¡  Lent ,	
  obscur,	
  humain.	
  



¡  Laisser	
  des	
  moteurs	
  d’agrégation/corrélation	
  
agir.	
  

¡  Rapide,	
  autonome,	
  automatique.	
  	
  

¡  Statique ,	
  intermédiaire	
  et	
  parfois	
  inefficace	
  
face	
  à	
  la	
  quantité	
  de	
  données.	
  





¡  Se	
  servir	
  des	
  capacités	
  de	
  la	
  vision	
  humaine	
  
pour	
  faire	
  de	
  la	
  corrélation	
  et	
  de	
  la	
  détection.	
  

¡  Représenter	
  les	
  informations	
  de	
  manière	
  
adéquate	
  afin	
  d’en	
  faciliter	
  la	
  compréhension.	
  

¡  Prendre	
  en	
  compte	
  les	
  données,	
  le	
  domaine,	
  
l’utilisateur	
  et	
  les	
  objectifs.	
  















¡  Créer	
  des	
  représentations	
  pertinentes	
  est	
  un	
  
travail	
  à	
  temps	
  complet.	
  

¡  Connaissances	
  en	
  design,	
  en	
  statistiques,	
  en	
  
psychologie,	
  en	
  sociologie,	
  en	
  esthétique.	
  

¡  Veille	
  régulière	
  sur	
  l’évolution	
  des	
  techniques.	
  









Circos	
  pour	
  la	
  détection	
  des	
  individus	
  impliqués	
  dans	
  la	
  
diffusion	
  d’e-­‐mail	
  inappropriés	
  



TNV	
  et	
  la	
  représentations	
  de	
  pcap	
  



3.4 Alert Format 
Figure 5 shows a real example of a DAEDALUS alert in XML 
format. The alert is generated for each source IP address 
(xxx.yyy.236.116 in this case) that accessed the darknet. The alert 
includes several types of meta data, e.g., creation time of the alert, 
alert ID, organization ID, trigger of the alert (periodic or urgent), 
duration of the alert in seconds. The alert also includes a summary 
of an event, which is the cause of the alert, that shows the event 
ID, source IP address, source country code, number of packets in 
the event, and event type (new or continued). The latter part of the 
alert describes the details of the event, i.e., information on each 
packet, including arrival time, destination IP address, destination 
country code, source/destination port, protocol, TCP flag, and 
type of the accessed darknet (internal or external). 

4. DAEDALUS-VIZ 
4.1 Motivation 
DAEDALUS-VIZ is a real-time 3D visualization engine for 
DAEDALUS alerts as well as darknet traffic. Herein we describe 
our motivation behind developing DAEDALUS-VIZ. 

We have been operating DAEDALUS for several years in 
collaboration with many organizations where darknet sensors 
have been installed. DAEDALUS automatically emails XML-
based alerts to the corresponding organizations according to the 
alert mechanisms described in Section 3. At the same time, all 
alerts are sent to operators at the nicter center as well. The 
operators are now accustomed to receiving an enormous number 
of alerts every day; consequently, they find checking the alerts 
cumbersome, and sometimes they overlook critical incidents. 

Although this problem is a generic issue for every alert system, 
we believe that the visualization technology for the alert system 
could ameliorate it. This practical issue motivated us to develop 
DAEDALUS-VIZ. 

4.2 Contributions 
The contributions of DAEDALUS-VIZ can be listed as follows: 

! Novelty: It provides novel visualization methodologies, 
such as a mechanism for mapping IPv4 addresses on a 
sphere, darknet and livenet representation in a ring, packets 
with a comet shape, etc. 

! Real-timeness: It makes possible the animation of the 
DAEDALUS alerts sent to all the cooperating 
organizations, as well as large-scale darknet traffic in true 
real-time. 

! Bird’s-eye view and deep dive: It allows the operator to 
see an overview of all the alert circumstances and to drill 
down into packet-by-packet information with a continuous 
view. 

! Interactivity: It provides a highly interactive user interface, 
with facilities such as flexible viewpoint change, smooth 
magnification and minimization, tangible 3D objects 
including alerts and packets, any-time pause and resume, 
etc. 

! Customizability: It enables the operator to flexibly 
customize almost all the parameters related to the 
visualization (e.g., color, shape, size, position, duration of 
all 3D objects) through a graphical user interface (GUI). It 
also provides a fine-grained packet filtering function. 

Figure 6. Overview of DAEDALUS-VIZ 
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  Ghost	
  in	
  the	
  Shell	
  Daedalus-­‐VIZ	
  (vs.	
  Darknet)	
  



¡  Critique	
  par	
  les	
  pairs.	
  

¡  Tests	
  utilisateurs	
  et	
  questionnaires.	
  

¡  Approche	
  psycho-­‐cognitive.	
  

¡  Est-­‐ce	
  que	
  les	
  gens	
  s’en	
  servent	
  ?	
  



¡  Proximité	
  mentale.	
  

¡  Opérations	
  difficiles.	
  

¡  Évaluation	
  progressive.	
  

¡  Viscosité.	
  

¡  Et	
  d’autres…	
  
Green,	
  T.	
  R.	
  G.;	
  Petre,	
  M.	
  (1996).	
  "Usability	
  analysis	
  of	
  visual	
  programming	
  

environments:	
  A	
  'cognitive	
  dimensions'	
  framework”.	
  



¡  Rapporter	
  des	
  informations	
  (reporting).	
  

¡  Surveillance	
  des	
  systèmes	
  (monitoring).	
  

¡  Fouille	
  des	
  données	
  (forensics).	
  



¡  Communiquer	
  les	
  informations	
  pertinentes	
  
sur	
  une	
  situation	
  ou	
  sur	
  son	
  analyse.	
  

¡  Représenter	
  l’état	
  de	
  la	
  situation.	
  

¡  Les	
  sujets	
  d’observation	
  sont	
  à	
  peu	
  près	
  figés.	
  	
  

¡  Peut	
  précéder	
  l’analyse,	
  ou	
  la	
  suivre.	
  



Dashboard	
  AlienVault	
  



¡  Représenter	
  des	
  faits	
  connus	
  en	
  temps	
  réel	
  

¡  Représentations	
  synthétiques	
  juxtaposées	
  

¡  Utilisation	
  de	
  codes	
  couleur	
  

¡  Accès	
  aux	
  détails	
  à	
  la	
  demande	
  	
  



Figure 3: Graphical user interface of ClockView: (1) Host Information, (2) Subnet View, (3) Color Legend,
(4) Network Overview, (5) Options, (6) Global Filters and (7) Patterns

Figure 4: Internal graph on top of the Network Overview. Communication lines of the selected glyph are
additionally highlighted.



¡  Représenter	
  a	
  posteriori	
  des	
  quantités	
  
importantes	
  de	
  données	
  	
  

¡  Faciliter	
  leur	
  compréhension	
  et	
  leur	
  
manipulation	
  

¡  Pas	
  de	
  connaissance	
  a	
  priori	
  de	
  ce	
  qui	
  est	
  
recherché	
  par	
  l’analyste	
  





(a) SMTP (b) LPD (c) POP

(d) RTSP (e) HTTP (f) Kazaa

Figure 2: Heatmaps for 4 common application protocols.

dominated by any single quadrant (Figures 2e and 2f).

Modeling Protocol Behavior
We employ the traffic structure captured by the heatmaps to model
application protocols using only the information that remains intact
after encryption. As noted earlier, Wright et al. [20] observed that
message exchanges for distinct instances of a given protocol share
a common structure, and these structures differ between disparate
application protocols. We use these structural differences as the
basis for our classification scheme.

To better understand how this works, consider, for example, a
“push” protocol such as SMTP whose traffic contains header data,
message text, and embedded objects and consists mainly of packets
from the client to the server. Typically, these packets sizes corre-
spond to the maximum transmission unit (MTU), followed by small
TCP ACK packets from the server. That contrasts sharply with that
of an interactive SSH connection, in which packets in both direc-
tions are small, containing key strokes and their corresponding ac-
knowledgments from the server. Key to the preceding discussion
is the fact that our ability to observe these message structures re-
lies only on packet size, direction, and ordering; the availability of
payload data neither aids nor harms our efforts.

To model the behavior of an application protocol, we consider
the distribution of the data points used to create a stable heatmap
for that protocol. Next, we describe our method for measuring the
difference between an arbitrary pair of such distributions. However,
before doing so we first introduce some notation.

Given a protocol model M with n bins, we number each bin
from {1, . . . , n} and denote the number of data points that map to
bin i as M�i . Furthermore, we define M⌧ as the number of data

points used to construct the entire model M. Given two protocol
models A and B with the same bin layout, we measure the degree
by which they differ using the L1 distance between the equivalent
relative frequency histograms as:

nX

i=1

����
A�i

A⌧
� B�i

B⌧

����

This metric is symmetric (i.e., L1(A,B) = L1(B,A)) and is
bounded by the range [0, 2]. If L1(A,B) = 0, then the models
have the same distribution of data points, and their heatmaps ap-
pear identical (even though they may have been constructed using
different volumes of data). If L1(A,B) = 2, then there are no bins
for which more than one protocol model contains data points. In
other words, the bins could be partitioned into those to which only
data points from A fall, those to which only data points from B fall,
and those to which no data from either A or B falls.

3. METHODOLOGY
Once potentially-aberrant traffic has been identified using the

visualization techniques discussed in §2, we can use a properly-
trained classifier to ascertain the nature of the traffic. In this sec-
tion, we describe how our protocol modeling scheme and model
comparison metric are employed in a traffic classifier capable of
detecting the presence of an application protocol in network traffic.

To train the classifier to detect the presence of an application
protocol Pi which operates on some well-known TCP ports (say,
pi1 , . . . , pik ), we randomly sample a large number of TCP ses-
sions destined for ports pi1 , . . . , pik , construct ordered pairs from
these sessions, and bin the ordered pairs from all of the sessions
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Figure 7: 63 di↵erent time-series. Each series is scaled in a
way, that the data of all time-series fit on a common worksta-
tion display. The order of the time-series plots is determined
by the volatility of the data in the focus area.

An additional shadowing around the area transitions can be
enabled, to make the actual borders of the three areas clear
to the observer. This shadowing can be seen in Figure 5.

Each time-series is displayed as a single line chart, which
according to Javed [8] is the right choice for the discrimina-
tion and therefore also the compare task. In the same work,
the authors show that displaying time-series with less space
has little influence on the time the analyst needs to accom-
plish a given task. The smaller size has only an e↵ect on the
ability of estimating the value of the time-series, which is
not a key issue in the tasks the ExplorerView is designed
to support. Especially for tasks, where many time-series has
to be considered at once, this property is important. To fit
as much time-series on the available display space as possi-
ble, all plots in one ExplorerView instance can be freely
re-sized to fit the needs of the task and the visual abilities of
the analyst. In Figure 7, a view with 63 di↵erent time-series
is displayed. Although the space used to display the time-
series charts is very small, it is possible to get an impression
their shapes and compare with each other.

Creating and executing queries on the displayed time-
series is supported by the visualization. To issue a simi-
larity query, the analyst can choose an area of a time-series
via clicking and dragging the query time-span directly on
the visualization. After selection the query range, it is pos-
sible to narrow down the search space and name the query
before it is executed. The results can be displayed in any
ExplorerView instance and inspected visually.

5. CASE STUDY
In this section, we describe how our system can be used

with an exemplary use case performed by a fictive analyst.
Although the use case is created just for the sake of show-
ing the capabilities of our system, the data set comes from
a computer network with around 20 users (for details see
Section 5.1.1). Due to the general nature of network tra�c,
the definition of an anomaly can be di↵erent. In the follow-
ing, we define an anomaly as a significant deviation from the
usual tra�c levels. The threshold of allowed deviation from

Name Service

TCP Port 25 email transport (SMTP)
TCP Port 194 IRC
TCP Port 465 email transport (SMTPS)
TCP Port 587 email transport (SMTPS)
TCP Port 6667 IRC
UDP Port 53 name resolution (DNS)
Network tra�c aggregated network throughput

Table 2: A time-series group containing some of the network
time-series belonging to the most widely exploited services.

the time-series to the model can be adjusted in multiples of
variances of the time-series model.

5.1 Root Cause Analysis of Anomalies in Net-
work Time-Series

5.1.1 Data Set

For the following example, the Internet tra�c of a small
computer network with a mixed environment of around 30
workstations and servers with about 20 regular users, has
been analyzed on di↵erent network layers. To do so, a so
called probe analyzes the tra�c going through a central
switch by trying to match descriptors to the data. The
analysis system contains descriptors for di↵erent protocols
like TCP or UDP, SIP or HTTP, and application specifics,
for example for each IRC command. For each of those, a
numerical counter exists, which is incremented each time
a descriptor matches. The counters are transmitted in five
minute intervals to a data store, from which applications can
retrieve the counter values and build a discrete time-series
out of them. In the deployed system, a total of 1.6 mil-
lion descriptors are contained, from which around 300,000
matched in the captured tra�c of the observed network.
Since the data set contains numerical counters only, sen-

sitive data like source ip, destination ip, or the application
payload can not be stored, which protects the privacy of the
users. While it is possible to use this data set for tra�c
and application usage analysis, it is not possible to conclude
which workstations or servers are behaving anomalous. To
overcome this limitation, multiple probes can be added to
di↵erent subnets or in front of single servers. Unfortunately,
in our environment this was not possible due to user con-
cerns regarding their privacy.

5.1.2 Searching for anomalies

Our example begins with the analyst browsing through
the network time-series data. Our system is capable of stor-
ing groups of time-series, so that if the active data source
contains series with the given name, they can be loaded
quickly. In our example, the analyst has created a time-
series group containing the time-series shown in Table 2.
This group contains time-series describing the most vulner-
able services, which are usually target of attacks and are
used to be exploited in various ways. Therefore, anomalies
in those series require special attention, because they are
most definitely a sign of unwanted network activity.
To support browsing through the data, the ExplorerView

visualization is switched to the model di↵erence mode, where
significant deviations of a time-series from it’s model are
highlighted with a blue (lower value as modeled) or red
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However, when the operator clicks on the suspicious node, he 
would see the trust increasing and resuming an acceptable level. 

 
Figure 11: Advanced Cyber Attack 

Advanced Cyber Attack – A smart attacker aware that a trust-
based system such as CyberSAVe is in use, may perpetrate an 
advanced attack to take advantage of the trust redemption feature.  
In our simulations, we implemented an On/Off attack in which 
two malicious nodes performed normally for three reporting 
periods, then missed a set of reports for one period.  This On/Off 
attack continued for two minutes in the simulation. Predictability 
trust was implemented for one node but not for the other.  Figure 
11 shows the results of this simulation after the two minutes.  The 
node without predictability trust is the yellow node in the geo 
display. Its overall trust is shown on the top graph of the MAS 
view.  The red node had predictability trust implemented. The 
lower graph shows its trust. The trust of the yellow node went up 
and down continuously because after each bad behavior the trust 
was eventually fully redeemed.  Thus, the node would never be 
identified as malicious and would switch among red, yellow and 
green.  On the other hand, the red node was eventually detected as 
malicious because its trust eventually fell below the warning 
threshold permanently.  In this case, the node remained red and 
the operator would be able to take action on the malicious node. 
Advanced Collusion Attack – Our advanced collusion attack 
involved multiple smart attackers, all perpetrating On/Off attacks 
at different intervals. Employing predictability trust as described 
above CyberSAVe was able to correctly identify each node as 
malicious.  However, CyberSAVe has additional features that also 
enabled it to classify the attack as a collusion attack.  When a 
collusion attack occurs, it is likely that the nodes involved have 
some common characteristic.  For instance, an attacker may be in 
a particular geographic area and attack nodes in that area.  Or the 
nodes could come from the same manufacturer.  In any of these 
cases, the aggregation feature of CyberSAVe allows an operator 
to explore a set of simultaneous attacks and identify the attack as 
collusion based on common characteristics.  The following 
section describes several attacks in which the aggregation feature 
of CyberSAVe was utilized to demonstrate how visualization may 
help an operator identify the source of an advanced collusion 
attack. 

4.3 Visualization Results 
Our research shows that visualization of cyber trust can provide 
critical situational awareness to cyber analysts and Smart Grid 

maintainers. By visualizing trust in different ways, operators gain 
valuable insight into the nature of the attack. These perspectives 
facilitate intelligent, less invasive and more effective defensive 
measures. Below is a sampling of the visualization results for 
various attacks. 

 
Figure 12: Geographical Attack Results 

Geographic attack – For the geographical attack, we modeled a 
virus spreading from north to south along the power lines. Figure 
12 shows CyberSAVe’s visualization of this attack.  The nature of 
the attack is easily identified from the geographical display. In 
response, operators can take nearby substations offline to isolate 
the attack.  

 
Figure 13 – Nation State Attack 

Nation State Attack Results – In this attack we modeled a 
“Stuxnet like” attack on a specific sensor across the power grid. 
These malicious sensors had their trust values lowered due to 
anomalous readings. Figure 13 illustrates the results of this attack.  
From the geographic display alone, it is difficult to see a pattern in 
the attacks.  However, given that there are suspicious nodes 
dispersed around the area, an operator can use the MAS tool with 
aggregation filters to explore the cause of the attack.  The figure 
shows the bar graph of an aggregation across sensor type.  From 
this display, it is clear that one type of sensor is significantly less 
trusted than the others.  Given this information, an operator can 
more efficiently focus resources to isolate the source of the 
problem and respond accordingly. 
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Fig.1. SpringRain displays a global computer network according to their abstracted 
geographical locations. To highlight reoccurring issues, the bottom tier of the 
screen displays a weeklong history of each issue type and severity. 

Fig.2. A key to SpringRainʼs design elements. 

ABSTRACT 
SpringRain is a visual analytics system designed to function as an 
ambient information display in a control room. Inspired by natural 
scenes it is designed to offer a cognitively light way for displaying 
detail-rich information. It is scalable, visually and structurally flat, 
and presents a real-time visualization of a large-scale computer 
network. It takes into account the hierarchical structure of a 
network and its control room environment, allowing for effective 
management of specialist teams via one comprehensive display. 
SpringRain’s compatibility with Google Glasses further serves 
communicative efficiency: it enhances analysts’ workflow and 
speeds up the problem-resolution process. 
 
Index Terms: [Human-centered computing]: Visual analytics, 
information visualization, user interface design, ambient 
intelligence; [Networks]: Network monitoring, network 
management. 

 

1 INTRODUCTION 
To understand the set up and workflow of a computer network 
control room, we conducted a series of interviews with a specialist 
network security analyst. The findings helped us establish how 
control rooms function to monitor a network for certain conditions 
and avoid degraded service by controlling it in real-time. Given 

the urgent nature of work in the control room setting, the 
organizational structure tends to be very hierarchical. Employees 
are frequently distinguished and utilized based on their expertise 
type and level. At the same time, management is strongly 
centralized and directive via formal lines of communication. As a 
result, a central information display should be comprehensive, 
easily legible, and facilitate connectivity across organization 
connectivity. 

The task of VAST 2013 Situation Awareness Display mini 
challenge was to design a large visualization that would grant 
analysts awareness of the current condition and help them 
understand its effects in light of their pertinent goals [1]. Ambient 
Information Displays offer a cognitively light method for 
displaying information that does not require constant attention 
from the user [2]. Ambient displays seek to convey a continuous 
feed of live information subtly in the background, without alerting 
to unnecessary effect. In our search for delicately complex design 
we looked to nature and were inspired by the scenes of waterfalls 
and fresh spring rains (Fig.3). We aimed to bring the natural 
outdoor scenes indoors so that the display can be soothing for 
those who work with monotonous and detailed data on a daily 
basis.  

Figure 1: Fresh spring rains and waterfalls inspired the information 
displayʼs colors and dynamic visualization, respectively. 
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Figure 3: Multiple representations automatically selected by ELVIS based on the fields chose by the user.
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