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How much do new graduates earn
after completing their degree?
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Not safe!
Low response rate!
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● Transparent

● Quantifiable guarantee: ε

● Composition: ε1 + ε2 = εtotal

Differential privacy



Similar probability“At most 2× likely”
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● You can’t ignore the noise

● You have to choose ε

● Implementation can be tricky

● Transparent

● Quantifiable guarantee: ε

● Composition: ε1 + ε2 = εtotal

Differential privacy
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Epsilon



That’s better. But we care more about 
medians than 25th and 75th 
percentiles, could we optimize 
accordingly?

At the ε we chose, the expected error will 
be ≈3 for counts, and $1500 to $15000 
for quantiles.

That’s fine for counts, but the error is 
too great for quantiles. Can you 
increase ε?

Not beyond a certain limit.
But we could devote more of the privacy 
budget to quantiles: error would become 
≈6 for counts, but $1000 to $10000 for 
quantiles.

…
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At the ε we chose, the expected error 
will be ~3 for counts, and $1500 to 
$15000 for quantiles.

That’s fine for counts, but the 
error is too great for quantiles. 
Can you increase ε?

…

That works for us!

OK, if we spend more of the budget 
towards quantiles, focus on 
medians, and drop some 
breakdowns, error comes down to 
between $500 and $5000.





Measuring and 
communicating 

the error
Deploying 🚀Collecting 

requirements

Building a 
prototype 
algorithm

Improve the strategy



Complexity Robustness Scale
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● Easy-to-use API for data scientists
● Familiar interface, similar to Pandas/Spark
● Hides away the complexity of DP
● Includes optimizations for greater accuracy
● Many aggregations & transformations

Tumult Analytics

Extensible framework for power users
● Framework based on peer-reviewed research
● Built for scale, on top of Apache Spark
● User composes DP “building blocks” … 
● … and obtains an end-to-end privacy proof

Tumult Core

The Tumult Platform Open source 
≈ July 2022



Thanks 💚
Damien Desfontaines

damien@tmlt.io
@TedOnPrivacy

tmlt.io/connect
tmlt.io/careers



session = Session.from_dataframe(

    dataframe=private_data,

    source_id="my_data",

    privacy_budget=PureDPBudget(1.7),

)

query = (

    QueryBuilder("my_data")

    .filter("age > 42")

    .groupby(zip_codes)

    .median("income", low=0, high=10**6)

)

result = session.evaluate(query, PureDPBudget(0.8))



● Privacy regulations have a carve-out for fully anonymized data

● The scientific community recognizes DP as a gold standard

● Research suggests alignment between legal concepts & DP

Differential privacy & regulation



Sharing data privately:
differential privacy

Privacy-enhancing technologies

Joining data privately:
multi-party computation

Collecting data privately:
secure aggregation,

local differential privacy

Computing data privately:
secure enclaves, 

homomorphic encryption


