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AI Friendly Hackers

T h a l e s  i n i t i a t i v e  o n  

s e c u r e A I



2

OPEN 

Explore intrinsic AI vulnerabilities to develop better countermeasures 

Model backdooring Model inversion
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Demos
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Crafting inputs in a specific way to get the 

wrong result from the model

Evasion (adversarial) attack Patch attack
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Unlearning Challenge @CAID 2023

Thales Friendly Hackers team won the first prize of 

CAID 2023 challenge by crafting two novel AI privacy 

attacks

Membership attack: 

 identifying data samples that were in the training dataset

Unlearning attack: 

 recovering sensitive information from a model that passed through 

an unlearning procedure

Unlearning

DC-8 

Boeing 737

DC-9
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Attacking Generative AI

Universal and Transferable Adversarial Attacks on Aligned Language Models Andy Zou1, 

Zifan Wang2, J. Zico Kolter1,3, Matt Fredrikson 1Carnegie Mellon University, 2Center for AI Safety, 3Bosch Center for AI

French version… Boussad ADDAD (ThereSIS)

Bypassing protections and making a chat assistant write a tutorial on how to make a bomb

adversarial prompt
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