Netbios Network Basic Input/Output System Protocols





Originally developed by IBM as an Application Program Interface (API) for IBM PC programs to access LAN facilities, Netbios has become the basis of many other networking applications.





 Strictly speaking, Netbios is an interface specification for access to network services, such as name-to-address resolution and sending and receiving data.





Network Basic Input/Output System. A layer of software originally developed by IBM and Sytek to link a network operating system with specific hardware. Originally designed as thenetwork controller for IBM's PC Network LAN, Netbios has now been extended to allow programs written using the Netbios interface to operate on the IBM Token ring.Netbios has been adopted as something of an industry standard and now it's common to refer to Netbios-compatible LANs. 





It offers LAN applications, a variety of "hooks" to carry out inter-application communications and data transfer. Essentially, Netbios is a way for application programs to talk to the network.





The purpose of the Netbios is to isolate the application program from the actual type of hardware used in the LAN. It also spares the application programmer the details of network error recovery and low level message addressing or routing.





Netbios standardizes the interface between application programs and a LAN's operating capabilities. Applications can be written to access only the highest levels of the OSI model, making them transportable to other network environments. Any program can use the network while making the usual calls to DOS, but Netbios calls enable the user to instantly transmit information to an application on another network machine. 





In a Netbios implementation of a LAN, the computers on the system are known by names. Each computer has a permanent name that is programmed onto the LAN card. Computers on the system can also be known by names designated by the programmer. The commands available in Netbios include commands to add and delete names.





Computers on a Netbios implementation of a LAN can communicate either by establishing a session or by using datagram or broadcast methods. Sessions allow a larger message to be sent and handle error detection and recovery but they only allow computers to communicate on a one-to-one basis. Datagram and broadcast methods allow one computer to communicate with several other computers at the same time, but are limited in message size. Datagram and broadcast methods of communication do not handle error detection and recovery. Netbios session control commands and session data transfer commands allow communication through sessions. Netbios datagram commands allow communication without the use of sessions.





All commands are presented to the Netbios in a format called Network Control Blocks (NCB). These blocks are allocated in memory by the user program. The user program is also responsible for setting the neccessary input fields of the NCB and initializing the fields not used to zeros. Several fields in the NCB are reserved for output from Netbios upon completion of a command.


�



Netbios is one of the commonly used protocols for the LAN environment today. It is supported on the Ethernet, token ring, and IBM PC Network environment. IBM introduced Netbios originally for use on the PC Network, an early LAN. It was actually defined as only an interface between the application programs and the network adapter LANs. However, some transport-like functions have been added. It is one of the de facto standards in the LAN environment, although several variations of Netbios are used. 





Netbios was designed for a group of personal computers, all sharing a common broadcast medium. It provides both a connection-oriented (virtual circuit) and a connectionless (datagram) service. It supports both broadcast and multicast. Three types of services are provided by Netbios: Name, Session  and Datagram services 





Name Service 	Names are used to identify resources in Netbios. For example, for two processes to participate in a conversation, each must have a name. The names are dynamically assigned and checked. The client process identifies the specific server by the server's name, and the server can determine the name of the client. There are two types of names: unique names and group names. A unique name must be unique across the network. A group name does not have to be unique and all processes that have a given group name belong to the group. 


Each Netbios node maintains a table of all names currently owned by that node. These names continue to be owned by the Netbios node until the names are specifically deleted or until the node is powered off or reset. 





Session Service 	The Netbios session service provides a connection-oriented, reliable, full-duplex message service to a user process. Netbios does not provide any form of out-of-band data. Netbios requires one process to be the client and the other to be the server. 


Netbios session establishment requires a preordained cooperation between the two stations. One application must have issued a Listen command when another application issues a Call command. The Listen command references a name in its Netbios name table, and also the remote name an application must use to qualify as a session partner. If the receiver (listener) is not already listening, the Call will be unsuccessful. If the call is successful, each application receives notification of session establishment with the session-id. The Send and Receive commands then transfer data. At the end of a session, either application can issue a Hang-Up command. There is no real flow control for the session service because it is assumed a LAN is fast enough to carry the required traffic. 





Datagram Service 	Datagrams can be sent to a specific name, sent to all members of a group, or broadcast to the entire LAN. As with other datagram services, such as UPD/IP, the Netbios datagrams are connectionless and unreliable. The Send_Datagram command requires the caller to specify the name of the destination. If the destination is a group name, then every member of the group receives the datagram. The caller of the Receive_Datagram command must specify the local name for which it wants to receive datagrams. The Receive_Datagram command also returns the name of the sender, in addition to the actual datagram data. If Netbios receives a datagram, but there are no Receive_Datagram commands pending, then the datagram is discarded. 





The Send_Broadcast_Datagram command sends the message to every Netbios system on the local network. When a broadcast datagram is received by a Netbios node, every process that has issued a Receive_Broadcast_Datagram command receives the datagram. If none of these commands are outstanding when the broadcast datagram is received, the datagram is discarded. 





It is also a commonly-used network protocol for PC local area networks. Netbios provides session and transport services (layers 4 and 5 of the OSI model). Netbios did not provide a standard frame format for transmission over the network, causing various different implementations of Netbios to be created. For example, Artisoft's LANtastic uses aproprietary version of Netbios for transmission between client and server. The frame format was later formalized in Netbeui 





There are two Netbios modes. The Datagram mode is the fastest mode, but does not guarantee delivery. It uses a self-contained packet with send and receive name, usually limitedto 512 bytes. If the recipient device is not listening for messages, the datagram is lost. The Session mode establishes a connection until broken. It guarantees delivery of messages up to 64KB long. 





All nodes on the network can communicate with each other or with the server on an equal basis (peer-to-peer communication).





Netbios' standardized set of function calls establishes and uses "sessions" (logical connections between the server and a node), sends "datagrams" (raw data transmitted in a general broadcast), and maintains a dynamic, centralized list of names for devices attached to the network. These names are hardware-independent.





This enables users to log into the network from any netstation, because their names are not tied to a specific hardware address. 





Netbios enables an application to establish a session with another device and lets the network redirector and transaction protocols pass a request to and from another machine. Netbios does not actually manipulate the data.


The Netbios specification defines an interface to the network protocol used to reach those services, not the protocol itself. Historically, the Netbios interface has been paired with a network protocol called Netbeui (Netbios Extended User Interface). The association of the interface and the protocol has sometimes caused confusion, but the two are different.





Network protocols always provide at least one method for locating and connecting to a particular service on a network. This is usually accomplished by converting a node or service name to a network address (name resolution). Netbios service names must be resolved to an IP address before connections can be established with TCP/IP.





Most Netbios implementations for TCP/IP accomplish name-address resolution by using either broadcast - a method where the PC node sends a broadcast to all network nodes seeking the address of the Netbios service name; or LMHOSTS file - where each PC stores a file listing all network nodes (file server, authentication server, or peer PC) and their corresponding IP addresses.





Broadcasts are acceptable for small office-size LANS, but are not efficient in larger networks with routers. Broadcasts have the potential of creating a "broadcast storm," where the capacity of the network is overwhelmed by the broadcast messages. Normal router configuration does not allow broadcast messages to travel beyond network segments.


�
LMHOSTS file name-address resolution also has drawbacks. Although services on different network segments can be reached using this method, it creates a new set of administrative problems. If a node's IP address changes, for instance, IS staff must update each individual PC's copy of the LMHOSTS file to reflect the change. In large, rapidly changing corporate networks this can be a problem.





Because both broadcast and LMHOSTS files are not well-suited for large networks, people began to look for new ways to accomplish name-address resolution that offered more centralized control. Two alternatives are to use a TCP/IP name resolution technique known as Domain Name Service (DNS) or to use HP's PROBE protocol.





Both methods are supported by the Reflection Network Series for DOS, as well as LMHOSTS and broadcast. The Reflection Network Series for Windows will also support Netbios in the next release. There are other methods of name-address resolution, too, including Microsoft's DHCP and WINS protocols. A future article will discuss those protocols.





DNS is similar to LMHOSTS name service because it relies on a list of service names and corresponding IP addresses. However, DNS has one important advantage over LMHOSTS - its HOSTS file can be maintained on a single, centrally administered DNS server anywhere on the network. WRQ's DNS for Netbios is supported on both DOS and Windows clients.





Netbeui	(Netbios Extended User Interface)





Pronounced "net-booey," it is an enhanced version of the Netbios protocol used by network operating systems such as LAN Manager, LAN Server, Windows for Workgroups Windows 95 and Windows NT. It formalizes the transport frame that was never standardized in Netbios and adds additional functions. The transport layer driver frequently used by Microsoft's LAN Manager, Windows for Workgroups and Windows NT. Netbeui implements the OSI LLC2 protocol.





Netbeui is the original PC networking protocol and interface designed by IBM for their LanManger server. This protocol was later adopted by Microsoft for their networking products. Netbeui stands for NetBios Enhanced User Interface and specifies the way that higher level software sends and recevies messages over the Netbios Frames Protocol. This protocol is specified in the IBM document the "IBM Local Area Network Technical Reference Manual" and runs over the standard 802.2 data-link protocol layer.





Since the 802.2 data-link protocol is not routable, neither is Netbeui. This was a major limitation of LanManger and was a primary reason why it was never a major force in the PC networking world.





In the early 90's Novell recocnized the that WFW and LanManger networks would need to co-exist with Netware and developed Netbios over IPX. This allowed Netbios based software to run over routed networks and was a big improvement. Microsoft quickl adoped this method and put it into WFW and NT. Windows 95 now also supports Netbios over IPX.





When Netbeui was developed in 1985, it was assumed that LANs would be segmented into workgroups of 20 to 200 computers and that gateways would be used to connect that LAN segment to other LAN segments or a mainframe. 





Netbeui is optimized for very high performance when used in departmental LANs or LAN segments. For traffic within a LAN segment, Netbeui is the fastest of the protocols shipped with Windows NT. 





The version of Netbeui shipping with Windows NT is Netbeui 3.0. Netbeui 3.0 corrects some limitations in previous versions of Netbeui, including the following: 





Netbeui 3.0, along with the TDI layer, eliminates the previous limitation of 254 sessions to a server on one network adapter card. Netbeui 3.0 is completely self-tuning. Netbeui 3.0 provides much better performance over slow links than did previous versions of Netbeui. 





Strictly speaking, Netbeui 3.0 is not truly Netbeui. Instead, it is a Netbios Frame (NBF) format protocol. Netbeui uses the Netbios interface as its upper-level interface, but NBF conforms to the Transport Driver Interface (TDI) instead. NBF is completely compatible and interoperable with the Netbeui shipped with past Microsoft networking products.





Advantages							Disadvantages


Tuned for small LAN communication, very fast			Not routable


Good error protection						Performance across WANs is poor


Small memory usage





Netbeui does not have the type of addressing that allows packet forwarding on routed networks, but the Netbios interface is adaptable to other protocols which are, such as IPX and TCP/IP. The specification for implementing the Netbios interface to TCP/IP is defined by RFC 1001 and 1002.





Because Netbeui is very fast for small LAN communications but provides poorer performance for WAN communications, one recommended method for setting up a network is to use both Netbeui and another protocol, such as TCP/IP, on each computer that may need to access computers across a router or on a WAN. 


When you install both protocols on each computer and set Netbeui as the first protocol to be used, Windows NT uses Netbeui for the communication between Windows NT computers within each LAN segment and TCP/IP for communication across routers and to other parts of your WAN. 





Here are some of the most common network operating systems that use the Netbios interface:





Vendor				Network Operating System


Microsoft			MS LAN Manager, Windows for Workgroups, and Windows NT


Hewlett-Packard		HP LAN Manager and Resource Sharing


IBM				LAN Server


Digital				Pathworks





Two differents working model : 		User Security		Share Security





Server Message Block (SMB)


Server Message Blocks the messagesh that Lan Manger clients and servers use to communicate with each other. SMB's are a higher level protocal and can be transported over Netbeui, Netbios over IPX and Netbios over TCP/IP.


�
Samples of  problems


../..


I'm interested in peoples' opinions on having a security policy that closes off this port (actually 137,138, 139) at the Internet firewall. Some are saying that they should be allowed to share there Win/95 and Win/NT resources over the Internet. My feeling is that there are better ways to accomplish this, and that it might be dangerous to do it this way.


../..


I really don't know too much about Netbeui, but it strikes me that anytime that you allow any protocol to pass through the firewall without having it examined, you're asking for trouble.


../..


There exists the very real danger that the person with the Win/95/NT box sitting on their desk could be the focal point of a well mounted attack that used their machine as a router between the outside world and your internal net completely bypassing your firewall.


../..


All you need to be able to do is convince Netbeui to encapsulate a few IP packets that get thrown onto the secured internal network once it reaches the host and you've got a problem.


Its a problem since you've just tunnelled past the firewall and its a problem since most people have firewall/network configurations in the crunchy on the outside, soft-on the inside variety that blindly trust internal hosts.


../..


>Anyone have insight into firewalling "SMB"? From what I can gather SMB is essentially Netbios over TCP. >What port(s) does it use? Does it lend itself to authentication via an SMB proxy running on a firewall? Is >there such a thing as an SMB proxy?





nbname 137/udp		nbdatagram 138/udp		nbsession 139/tcp


The 137/udp port is used for name broadcasts (&c.) for building browsing lists. I was able to use plug-gw from the TIS fwtk to connect to a samba server on the other side of a test firewall from my NT box using 139/tcp alone. That works (sans any authentication but for the IP address) for a one or many to one situation. I'm not aware of a general-purpose SMB proxy. I allow that it could be done; I believe that the name of the machine and share being targetted is transmitted from the client, and that's what's essential for a proxy to know where to make the end connection.


../..


SMB, being based on TCP connections, avoids a lot of the problems with NFS. (But doesn't that single TCP connection potentially tunnel all sorts of Netbios traffic?). SMB is not a very secure protocol, if you take WfW and W95 implementations: Often passwords are uppercased (*), many attempts to log in to a single share can be made without these attemts being logged or locked out (*). There are no individual file protections once you have made connection to a file share (*). There have been problems with the SMB implementation of Microsoft concerning the ".."-Bug. PWL-Files with passwords can be easily obtained from SMB exports and can be decrypted (*), revealing not only SMB passwords, but other passwords as well.


In summary, SMB appears to be at least as insecure as NFS, but in other areas.


(*) Not a problem with NT.


../..


Those are *implementation* problems specific to MS products. I wouldn't dream of allowing SMB access to a wfwg or '95 system on the 'net (even if I were foolish enough to expose such a system at all.) None of those have a thing to do with, say, Samba on a Unix platform.


I'm expecting some solid criticism of my suggestion to allow SMB through the firewall to an exposed *Unix* server runing *Samba* in order to facilitate content maintenance from within (maybe I wasn't clear.) Any takers?


I have a couple of sniffers in a network, one just inside the firewall and the other right next to the network management system. The last time I looked at these was about six weeks ago and when looking today I see something new.


The DNS running in the firewall used to get about 10 connects every 12 hours from the company's internal mail system but now the firewall DNS is getting about 10,800 connects every day from the network management system (NMS). The sniffer watching the NMS shows that new Windows 95 machines are connecting to it with NetBios on port 137, NetBios Name Service. It looks like the NMS box in turn queries the firewall.


The firewall itself seems to be a Pentium machine, handling about 4,000 incoming messages per day, 3,000 outgoing messages per day and a web user population of about 150 users.


Two questions:


1) will the increased DNS queries cause the firewall performance (throughput/response time) to drop;


2) has anyone else seen a similar situation;


3) how would you stop these evil little Windows 95 weevils from nibbling away at the firewall DNS?


Win95 (and NT) send subnet broadcasts on UDP port 137. They may send unicasts to any host they have noticed. The broadcasts are how the "network neighborhood" folder gets populated. I have seen NT sending the subnet broadcast over a PPP link, which I thought really tacky. That was cured by turning off the "netbios helper" in NT (anecdotal).


../..


> 3) how would you stop these evil little Windows 95 weevils from nibbling away at the firewall DNS?


Well, you could turn off netbios on the Win machines. Alternatively, you could stick a router between them and the NMS, which should isolate the NMS from the subnet broadcasts. That may or may not help, if the NMS is pinging the Win machines. I have a feeling that they're set up to try to talk to any IP address they notice. And if all else fails, run a caching-only name server on the NMS, so it doesn't have to bother the firewall every time. But really, named is pretty efficient, and 10K queries a day isn't anything to worry about.





Examples of Security concept





Few books on Internet security even acknowledge the existence of SMB. An NT workstation installs by default with a Guest account enabled with a blank password. If you attach such a workstation to the Internet, anyone can connect to any shared directories on that machine, login as Guest and wreck havoc with your filesystem. Or they can connect to the registry on that machine (which is always shared, as described below) and mess it up. 	DISABLE THE GUEST ACCOUNT!!! 





The best solution is to disable SMB services altogether over TCP/IP. If you have a router, you can disable udb/tcp ports 137, 138, 139 (the NetBios over TCP/IP ports). If you have a direct dial-up connection, you can remove the binding between the Server, Workstation and NetBios services and the TCP/IP protocol. You can retain the bindings between these services and the NetBeui protocol, to allow remote file access to the gateway machine from within your internal network.
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